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Overview Low Power Design Lecture

● Introduction and Energy/Power Sources (1)

● Energy/Power Sources(2): Solar Energy Harvesting

● Battery Modeling – Part 1

● Battery Modeling – Part 2

● Hardware power optimization and estimation – Part 1

● Hardware power optimization and estimation – Part 2

● Hardware power optimization and estimation – Part 3

● Low Power Software and Compiler

● Thermal Management – Part 1

● Thermal Management – Part 2

● Aging Mechanisms in integrated circuits

● Lab Meeting
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Overview for today

● power consumption in HW

● operator scheduling
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Overview

● Levels of abstraction

– system

– RTL

– gate

– transistor

● Challenges

– optimize (ie. minimize for low 
power)

– design /co-design (synthesize, 
compile, …)

– estimate and simulate

P2

memory ASIC

P1 P3

+

-

interconnect

battery

OS software
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Generic HW synthesis flow

● System-Level Design

● High-Level Synthesis

● Logic Synthesis

● Layout Synthesis

(src.: [Anand98])
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Low power HW design flow

● Energy/power needs to be 
analyzed/optimized at each 
level of abstraction

● Necessitates appropriate 
models for each level

(src.: [Anand98]) design flow 
w/o energy/power

design flow 
w energy/power



ces.itec.kit.edu8Volker Wenzel

Power consumption in HW

● In general, four components:

– Psw.cap switching capacity power

– Pshort-circuit short-circuit power

– Pleakage leakage power

– Pstatic static power

Pavg=P sw. cap .+Pshort−circuit+Pleakage+P static

(src.: [Anand98])
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Switching capacity power

● Caused by charging/discharging of parasitic capacitances

– CL: cumulative parasitic capacitance

– N: expected # of transitions per clock cycle

– f: clock frequency

(src.: [Anand98])

CMOS inverter

Psw . cap=
1
2
CLV dd

2 N f

derivation on black board
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Parasitic capacitance

● aka stray capacitance

● exists between all electronic components due to proximity

● exist between conductors

● problematic in high frequency circuits
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Short-circuit power

● Caused by direct supply-to-ground path

– K: constant (transistor size, – technology)

– VT: threshold voltage

– τ: input rise/fall time

(src.: [Anand98])

Pshort−circuit =K (V dd−2V T )
3
τ N f

CMOS inverter
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Leakage power

● Idiode: diodes formed between diffusion region and substrate

● Ioxide: electrons tunneling through the gate oxide

– drops exponenitally with gate length

Pleakage=(I subthreshold+ I oxide+ I diode)⋅V dd

● ‘off’ transistors still conduct some current

● K, S, technology parameters

● Weff effective transistor channel width

● NOTE: leakage power is predicted to be dominant in 
future silicon technologies(src.: [Anand98])

I subthreshold=KW eff e
V in−V T n

s

src.:en.wikipedia.org
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Static power

● not relevant in CMOS circuits

● Note: in some literature leakage power is denoted as 
“static power” 

● relevant in 

– other logic families

– some nMOS circuits where there is a constant path supply-to-ground (e.g. 
ECL) 
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Breakdown of power consumption in HW

● “Leakage power will dominate in 
future ( <100nm) silicon 
technologies“

● one means to reduce leakage 
power is to deploy dielectrics with a 
high k-value 

(src.: [Kim])

OUTDATED
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Mark Bohr IDF14 stolen slides

● http://www.intel.com/content/dam/www/public/us/en/docu
ments/pdf/foundry/mark-bohr-2014-idf-presentation.pdf
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Hardware synthesis for low power

● Considered here: high-level synthesis (HLS) e.g.:

– Operator scheduling

– Module selection

– Glitch power reduction

– State transition reduction

– …
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Operator scheduling for low power

Scheduling (in the context of high-level synthesis) 

● assigns operations in the behavioral description to control steps or controller 
states. 

● determines cycle-by-cycle behavior (i.e. sequence in which operations are 
performed)

● determines the sequence in which the various operations of the behavioral 
description are performed

● dictates which operations and variables can share the same functional units 
and registers. 

● can be used to enable resource sharing for low power by ensuring that 
correlated variables and operations with correlated operands are appropriately 
sequenced so that they can share the same resources

Some repetition from ESI:

● multicycling (operation can take more than one cycle)

● chaining (multiple operations executed in one cycle)
(src.: [Anand98])
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Operator scheduling for low power (cont'd)

Scheduling can be performed so as to enable maximum resource 
sharing between operations that belong to instances of the same 
computational pattern, resulting in maximal exploitation of regularity 
during resource sharing

Scheduling can be used to distribute the slacks or mobilities of 
various operations in the DFG appropriately so that some operations 
may be performed using slower, more energy-efficient functional 
units. Thus, scheduling has an impact on the power trade-offs through 
module selection

Scheduling determines the distribution of operations over time, and 
hence affects the profile of the power consumption in the 
implementation over time (control steps or clock cycles). Reducing 
peak power is important due to packaging, cooling, and reliability 
considerations. The effect of scheduling on peak power will be 
illustrated later.

(src.: [Anand98])
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Recap: Delay vs. V
dd

normalized

[V]

P
dyn

 ~ V
dd

2 C
load

 f
switch

Normalized Delay vs Vdd

Problem:
How to assign voltages 
to functional units?

delay=
k⋅V dd

(V dd−V T )
2

(src.: [Sarraf95])
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Recap: Data Flow Graphs (DFGs)

(src.: [Sarraf95])

● DFG: directed acyclic graph G = (V,E)

● vi must preced vj : directed edge 

from vi to vj
vj

vi
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Definition: Critical Path

„A critical path of a system 
is defined as the path in 
the DFG, {v1,v2,...,vk}, such 
that the summation of the 
latencies of the nodes in 
the path is maximal 
among all the paths of the 
DFG. The sum Cp is 
termed as the critical path 
length“
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Behavioral Synthesis =  High Level Synthesis

How do we
know the
optimal
voltages?

Motivation
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Algorithm Overview

● Step 1: Initialization

● Step 2: Computation of Slack

● Step 3: Maximal slack value

● Step 4: Dual graph Hp

● Step 5: Weight Assignment

● Step 6: Longest weighted path

● Step 7: Reassigning voltages to nodes in the longest path

● Step 8: Goto Step 2
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Step 1 : Initialization

A

C

B

E

F

G

5V

5V

5V

5V

5V

5V
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Step 2: Computation of slack

A

C

B

E

F

G

5V, 2ns

5V, 2ns

5V, 2ns

5V, 2ns

5V, 2ns

5V, 2ns

6ns

6ns

6ns

4ns

4ns

4ns
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Step 3: Maximal slack value

A

C

B

E

F

G

5V, 2ns

5V, 2ns

5V, 2ns

5V, 2ns

5V, 2ns

5V, 2ns

6ns

6ns

6ns

4ns

4ns

4ns

Assume: ktc = 10ns

6ns

6ns

4ns

4ns

4ns

6ns
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Step 4: Dual graph of H
p

DFS order

weights
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Step 5: Weight Assignment

P
dyn

 ~ V
dd

2 C
load

 f
switch
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Step 6: Longest Weighted Graph
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Step 7: Reassigning voltages to nodes in the 
longest path
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Step 8

● Goto Step 2
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Theorem 1: Correctness

no proof in this lecture!
P

dyn
 ~ V

dd

2 C
load

 f
switch
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Theorem 2: Complexity

no proof in this 
lecture!
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Experimental Results

Experimental Setup: Simulation using High-Level Synthesis Benchmark Tools
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Experimental Results (Cont'd)

higher timing constraints here
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Module Selection
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Module Selection

● ... is the process of mapping operations from the CDFG to 
component templates from the RTL library.

● Initially, only a functional unit template, not a specific 
instance, associated with each operation

● Example: „+“-Operation may be implemented using

– ripple-carry adder (slower, but more switched capacitance efficient)

– carry-lookahead adder (faster, incures higher switched capacitance)

– carry-select adder

– ...

● similar tradeoffs for other operations

● Idea: Exploit tradeoffs to fulfill power constraints through 
module selection
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Module  selection for LP (cont’d)

Each operation in the DFG (middle) has been mapped to fast component in order 
to meet performance constraints (in that case constraint: 85ns)
But is that really necessary? => no, not all ops need necessarily be mapped to 
fastest module. Focus (for timing constraint) should rather be on critical path
Idea: slack in off-critical path ops may be used to select slower functional units 
that may have a better efficiency in switched capacitance (see right DFG). There, 
mult op uses less power (but not less energy)
Important: to have a large module library with distinct switching capacity 
efficiencies and performance characteristics

(Src: [Anand98])
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Summary

● Power consumption in HW:

● Operator Scheduling: 

– reread [Sarraf95] at home; 

– understanding notation takes a bit of time

issues in [Sarraf95]:
● τ is used for different things
● Φ should be substituted by ∅
● 'integral' → 'integer' 

Pavg=P sw. cap .+Pshort−circuit+Pleakage+P static
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